218

Advanced Digital Systems

multiple independent bus segments. A bridge operates at layer two using MAC addresses and builds
a database of which addresses are on which side of the bridge. Only traffic that must cross the bridge
to another segment is actually passed to the relevant segment. Otherwise, traffic can remain local on
a single Ethernet segment without causing congestion on other segments. Bridging is illustrated in
Fig. 9.13. Nodes 1 and 7 can simultaneously send data within their local segments. Later, node 4 can
send data across the bridge to node 8, during which both network segments are burdened with the
single transfer. The simplicity of this approach is that node 4 does not have any knowledge that node
8 is on a different segment. Crossing between Ethernet segments is handled transparently by the
bridge.

Layer-two switches take bridging a step farther by providing many independent Ethernet ports
that can exchange frames simultaneously without necessarily interfering with the traffic of other
ports. As long as multiple ports are not trying to send data to the same destination port, those ports
can all send data to different ports as if there existed many separate dedicated connections within the
switch. This is known as packet switching: instantaneous connections between ports are made and
then broken on a packet-by-packet basis. If two or more ports try to send data to the same port at the
same time, one port will be allowed to transmit, while the others will not. Ethernet was developed to
be a simple and inexpensive technology. Therefore, rather than providing special logic to handle
such congestion issues, it was assumed that the network would generally have sufficient bandwidth
to serve the application. During brief periods of high demand where not all data could be reliably de-
livered, it was assumed that higher-level protocols (e.g., TCP/IP) would handle such special cases in
software, thereby saving money in reducing hardware complexity at the expense of throughput. Tra-
ditional Ethernet switches simply drop frames when congestion arises. In the case of switch conges-
tion wherein multiple ports are sending data to a single port, all but one of those source ports may
have their frames discarded. In reality, most switches contain a small amount of buffering that can
temporarily hold a small number of frames that would otherwise be discarded as a result of conges-
tion. However, these buffers do not prevent frame drops when congestion rises above a certain
threshold. This behavior underscores the utility of layer-four protocols such as TCP.

Each switch port can conceivably be connected to a separate bused Ethernet segment and provide
bridging functions on a broader scale than older bridges with only two ports. Switching has trans-
formed network architecture as the cost of hardware has dropped over the years. It is common to
find central computing resources such as file servers and printers with dedicated switch ports as
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FIGURE 9.13 Ethernet bridging.



Networking 219

shown in Fig. 9.14. Other switch ports may connect to less-expensive hubs (some switches have
built-in hubs to create a compact, integrated system). This reduces congestion by placing the most
actively used nodes onto dedicated media, thereby eliminating collisions and increasing overall sys-
tem bandwidth. Assuming 100BASE-T Ethernet segments, each file server and printer has a dedi-
cated 100-Mbps data link into the switch. All arbitration and congestion control can be handled
within the switch. If two file servers were placed onto the same shared media Ethernet segment,
they would have to share the 100-Mbps bandwidth of a single segment and would likely experience
collisions as many nodes tried to exchange data with them.

Switches and dedicated media transform Ethernet into a full-duplex-capable data link by provid-
ing separate transmit and receive signal paths between the switch and a node. Full-duplex operation
is a subset of half-duplex operation, because the frame formatting is identical, but the CSMA/CD al-
gorithm is not necessary for dedicated media applications. Some MACs may be designed for dedi-
cated media only and can be made simpler without the necessity of media sharing logic. However,
high-volume MACs may be designed into a variety of applications, requiring them to support both
half- and full-duplex operation.

Ethernet ports on switches typically are capable of operating at multiple data rates to enable
greater compatibility with other devices. To ease interoperability between MACs that can run at dif-
ferent speeds, 10/100/1000BASE-T has a mechanism called autonegotiation that enables two MACs
to automatically determine their highest common data rate. The MACs ultimately must run at the
same speed to properly exchange frames, but the initialization process of configuring the link to op-
erate at the greatest common speed has been standardized and automated at the MAC layer. Autone-
gotiation works by each MAC exchanging a 16-bit message at a speed that is compatible with the
slowest port type (10BASE-T). Each MAC advertises its capabilities, including speed and half/full-
duplex support. The MACs may then select the greatest mutually supported link attributes.
Autonegotiation is supported only for point-to-point links and is therefore most commonly observed
between a switch and whatever entity is connected to it (e.g., another switch, a node, etc.).
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FIGURE 9.14 Switched Ethernet network.





